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1 Abstract

The Charney-Hasegawa-Mima (CHM) equation is a partial differential equation which is used to model
Rossby waves in the atmosphere and drift waves in plasmas. We study the dynamics of clusters of waves that
satisfy this equation.In this project we explore invariants of clusters, different initial amplitude conditions,
average amplitude of the modes and phase analysis of the clusters.

2 Introduction

The CHM equation is used to model waves in the atmosphere and in plasmas. Waves that are solutions to this
equation must satisfy a resonant condition k; +ko = kg, which is called a triad. This causes the solutions to
the CHM equation to occur in clusters of connected triads with the wavevectors as the modes in the triads.
The goal of this project is to understand the dynamics of these clusters such as the interactions between the
modes in the clusters. These clusters have quantities that are invariant with time - the Hamiltonian which
is a cubic invariant, quadratic invariants such as energy, enstrophy and the Manley-Rowe invariants. These
invariants can have finite or infinite capacity depending on the order of the initial amplitudes of the modes
in the cluster. Also the order of the average amplitude of each mode over time can be predicted by the order
of the initial amplitude. Phase analysis was also conducted through the order parameter R(t) and the triad
phases ®(t).

3 Charney-Hasegawa-Mima Equation

The CHM equation is below where 1(x,t) is the streamfunction, and F0 and /8 are constants.
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3.1 Fourier Series Expansion

It is helpful to transform the CHM equation into Fourier Series form for further analysis, as done before [1],
so using Fourier mode expansion below and subbing into (1) gives (3).
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Changing the indexing from k3 and k4 to k1 and k2 in term 4 and splitting the third and fourth terms in
half and switching the indexing in the new terms produces (4).
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Since the equation is equal to 0, multiply both sides by e and integrate over the volume of the domain.
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(5) simplifies to:
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Letting
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Equation (10) becomes
Ay + iwcAx + % ) 222 As, Ay S, 16—k ZE 1, = 0 (13)

1ks

So the final equation is
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This form in (14) is easier to work with as it shows that solutions must be in the form of triads that satisfy
k1 + k2 == k3

3.2 Restricting k, to positive values only

By restricting k,, to positive values only, the wavevector space is reduced by half which simplifies the process
of finding wavevectors which stisfy the triad relation. Taking the simplified CHM equation
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3.3 Equations of motion for triad

Equations of motion for one triad.
Using the substitution
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Figure 1: Triad with k; = (1,-8), ko = (15,10) and k3 = (16,2)

Taking the triad above where (1,-8) and (15,10) are passive modes and (16,2) is an active mode. An
active mode is the mode that corresponds to ks in the equation k; + ko = kg3, and the passive modes are
the other 2 modes. Each triad has one active and two passive modes. Allow the variable a; correspond to
the value for (1,-8), ay correspond to the value for (15,10) and az correspond to the value for (16,2), the
equations of motion are as follows:
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The only k values that fit for this triad, when consider it by itself are k = - K3(15,10) + K5(16,2).
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The same term appears twice due to the ko equalling Ky and K3 and same for ks.
Subbing in the triad values, with F = 0, the equation becomes
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le—5 Amplitude of the Modes of the Triad with Time
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Figure 2: This shows the amplitudes of the three modes in the triad over time with a set of initial conditions.

1e—17 Absolute Difference in Resolution between Timestep of 0.01 and 0.001
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Figure 3: This shows the absolute difference in amplitude between the timestep of 0.01 and 0.001 of the
three modes in the triad over time with a set of initial conditions.

The relative error of the L2 norm between the amplitudes of the two different timesteps is
1.2025472552945099e-12. This indicates that the error is low between timesteps so it is possible to increase
timestep in order to ensure a faster output of results.



Relative Error between the Amplitudes of the Modes for Different Timesteps
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Figure 4: This shows the relative error of the amplitudes of the modes in the triad for different timesteps
with the same set of initial conditions. The error increases by 10* for every increase in timetsep by a factor
of 10.

3.4 Hamiltonian form of CHM Equation

The Hamiltonian is an invariant quantity of a triad or any cluster of triads. In order to calculate this
invariant, it is easiest to transform the Fourier series expansion of the CHM to Hamiltonian form, as explained
in Nazarenko’s Wave Turbulence [2].

Taking the Taylor series expansion for of the CHM equation in (14).
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Also, since F =0

(Bl o) 11 (34)
(k1> + F) (ko> + F) ko2 + F  |[ki]* + F
Therefore,
(klkuy - kakly)(|k1|2 - |k2|2) _ k2y _ k2y _ kfy ( k2x _ k2x )
ko(Jki|? + F) (k2|2 + F) ka2+F  |ki2+F  k: \|ke|?+F |k|?+F
_ k2y . k2y . kl ( k2w _ kx - klw )
‘k2|2+F |k1|2+F km |k2|2+F |k1|2+F (35)
— Ky _ kay _ ky + ky
ko2 4+ F  |[ki|?+F [k|2+F  |ki|?+ F
_ kiy . kay  ky
ki|2+ F  |ko|?+F |k|2+F
(31) becomes
. ) 51/2 1/9 I{jl k'Q k
b b = ———— bic, bic, 0 k([kokiokas )Y v v _ v
Kk + 1wy bk 5 Z k1 Uks Oy ko —k ([ku k12 K2z ]) G+ F + P+ F K2+ F (36)
ki1koc€Z2
Multiplying by i gives the Hamiltonian form of the CHM equation
ibi = wich + Z b, bk, Oy +ks—k Vi2k (37)
ki ko €72
with 12
i3 ky ko k
Vigk = — kwkwkw1/2< L+ L Y ) 38
12k 2 (1 1ok2z]) ki2+F  |k2+F |k?2+F (38)

3.5 Proof in Hamiltonian Form

In order for an equation to be in Hamiltonian form it must satisfy that —gz;‘ = ibx where H = Ho + Hsz + ...
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So to prove (41) split the equation in two parts.
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Moving onto Hs, restrict k, positive so that
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The last term of (43) is zero due to the Kronecker delta as with the restriction that all k, are positive this
term is always zero. Also, the U term of H3 is zero.
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By changing the indexing in the second term where the 3 becomes a 1, and the 1 becomes a k, and in the
third term 3 becomes a 2 and the 2 a k, (44) becomes
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Since Vi, = Vi_ar and Vi, = V_12k, the RHS of (45) is equivalent to the RHS of (43), so (41) is true and
the CHM is in Hamiltonian form.

3.6 Hamiltonian is Real
The Hamiltonian (below) is a real invariant, this can be seen
H=> wdbl’+ D (Vizsbi b, Orcs 1ok + Viabi, Ui, bics ey ko k) (46)
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The Hamiltonian (above) is a real invariant, this can be seen as the first term is real as it contains only
the magnitude squared of the b-variable, also the complex conjugate of the second term is equal to the
third term and vice versa. Since the complex conjugate of the Hamiltonian is equal to the Hamiltonian, the
Hamiltonian is real.

3.7 Hamiltonian is conserved

Since the Hamiltonian is an invariant it must be conserved. By using the chain rule this can be seen.
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4 Invariants

4.1 Invariants for Triad

Taking the triad (1,-8) (15,10) (16,2) as before and allowing the variable b; correspond to the value for (1,-8),
bs correspond to the value for (15,10) and bs correspond to the value for (16,2), using the same process as
in 1.3, the equations of motion in Hamiltonian form are as follows:
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Figure 5: This shows the amplitudes of the three modes in the triad in b-variables over time with a set of
initial conditions.

4.1.1 Hamiltonian for Triad
H=> wlbl”+ D (Vizshi, b, b, Oy 41001 + Vingbie, bi, iy Oy 4100 k) (51)
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1e—15 Relative Error of the Hamiltonian with Time
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Figure 6: This shows the relative error between the initial Hamiltonian and the Hamiltonian at each timestep.
As the error is ~ e — 15, the Hamiltonian for the triad is invariant.

4.1.2 Energy and Enstrophy for Triad

Energy and enstrophy are quadratic invariants for a cluster. The general form of the energy and enstrophy
are sums over the number of modes (M) in the cluster.

M
Energy = Z |ki‘2|Aki 2 (53)
M
Enstrophy = Z |ki|4|Aki |2 (54)
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For ease transforming the energy and enstrophy to b-variables ensures that the invariants use the same
variables as the Hamiltonian.
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As the triad has 3 modes the Energy and Enstrophy are as follows
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10



1e—15 Relative Error of the Energy and Enstrophy with Time
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Figure 7: This shows the relative error between the initial Energy and Enstrophy and the Energy and
Enstrophy at each timestep. As the error is ~ e — 15, the Energy and Enstrophy for the triad are invariant.

4.1.3 Manley-Rowe Variants for Triad

The Manley-Rowe Invariants are quadratic invariants that are found using the nullspace of the N by M
cluster matrix of the cluster of triads which has N triads and M modes [3]. Each row is a triad and each
column is a mode. Passive modes are represented by a 1 and active modes a -1, if an entry is 0 in a row
then it means that that mode is not in that triad.

The cluster matrix for the triad is [1 1 —1] .

1 -1
The nullspace of this cluster matrix is |0 1
1 0

Meaning the Manley-Rowe Invariants are

MRy = [by|* + [bs|?
MRy = [by|* — |ba]?
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1e—15 Relative Error of the Manley-Rowe Invariants with Time
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Figure 8: This shows the relative error between the initial Manley-Rowe Invariants and the Manley-Rowe
Invariants at each timestep. As the error is ~ e — 15, the Manley-Rowe Invariants for the triad are invariant.

4.2 Invariants for Butterfly
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Figure 9: This shows 5 modes interconnected in a butterfly structure.

This butterfly cluster structure consists of 2 triads connected by an active mode which is the active mode
in both triads, the passive modes in the first triad are (1,-8) and (15,10) and the active mode is (16,2) and
the passive modes in the second triad are (3,-11) and (13,13).

The equations of motion for this triad are

dl = —130@;0,3
dg == 778@70,3
. 728
az = 130&10/2 + ?a4a5 (60)
, 546
ayq = —?050/3
d5 = —70@1@3
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Amplitude of the Modes of the Butterfly with Time
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Figure 10: This shows the amplitudes of the five modes in the butterfly over time with a set of initial
conditions.

Transforming the equations of motion to b-variables gives
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4 2 1/2 / 14 1/2 /
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65 5 65
. 315 1451/2\/39 .
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130 65
i zﬁ 14ﬁ1/2\/396*b
5= 560 65 478
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Amplitude of the Modes of the Butterfly with Time
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Figure 11: This shows the amplitudes of the five modes in the butterfly in b-variables over time with a set
of initial conditions.

4.2.1 Hamiltonian for Butterfly
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Figure 12: This shows the relative error between the initial Hamiltonian and the Hamiltonian at each
timestep. As the error is ~ e — 11, the Hamiltonian for the butterfly is invariant.

4.2.2 Emnergy and Enstrophy for butterfly

35
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Enstrophy = B|bi, |* + 158|bi, |* + 163|bi, |* + 38|bx, |* + 133|b, | (64)

1e—15 Relative Error of the Energy and Enstrophy with Time
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Figure 13: This shows the relative error between the initial Energy and Enstrophy and the Energy and
Enstrophy at each timestep. As the error is ~ e — 15, the Energy and Enstrophy for the butterfly are
invariant.

4.2.3 Manley-Rowe Invariants for Butterfly

1 -1 00

. . |1
Cluster Matrix for the butterfly is 00 -1 1 1l

-1 1 1
1 00
So the nullspaceis | 0 1 1].
0 10
0 01

Meaning the Manley-Rowe Invariants are

MRy = |bo]* — |by|?
MRy = |b1|* + |b3|* + |bal? (65)
MRz = |b1|2 + |b3|2 + |b4|2
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1e—15 Relative Error of the Manley-Rowe Invariants with Time
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Figure 14: This shows the relative error between the initial Manley-Rowe Invariants and the Manley-Rowe
Invariants at each timestep. As the error is ~ e — 15, the Manley-Rowe Invariants for the butterfly are

invariant.

5 Dynamics of Cluster

Figure 15: This figure shows a special cluster system that consists of modes which double every 10 modes.

In this project, a special type of cluster (above) is analysed which consists of ten modes which are doubled
and then mapped and connected to the original ten modes to create a cluster of connecting triads. This
means that the 11th mode is double the 1st, the 12th mode is double the 2nd and the 21st mode is double
the 11th and so on. Thus the wavevectors are generated by k; = 27k where j is the generation number
(the number of times it has been mapped) [4]. This continues infinitely, but this project considers only to a
maximum size of 81 modes.

16



For the purposes of the project the initial conditions of the modes are initialised by a certain method with
quasi random initial phase and initial amplitudes of ~ |k|™.

5.1 Capacity

Invariants can have either finite or infinite capacity. This means that depending on the initial condition of
the modes in the cluster, as the number of modes in the cluster tends to infinity, the invariants may converge
to a certain value (finite capacity) or not (infinite capacity) [2].

In this project, the capacity of the Hamiltonian, energy and enstrophy are studied. In order to simplify the
study of the Hamiltonian it is shown (below) that the first term in the Hamiltonian is equal to the negative
of the energy of the cluster, so the Hs must be an invariant. So Hs, energy and enstrophy are the only
invariants for which the capacity is studied.

Energy = Z |k|2 ‘bk|2
Hz = Zwk‘bk|2
k

and wy = _IEIIET since F = 0. So ‘Hy =-Energy = Constant

5.1.1 C-Variables

Before studying the capacity of the invariants, performing a transformation on the b-variables to c-variables
removes the fast moving linear term from our model which optimises the time needed to run code.
The transformation is cx = bxe™*t. So,

Cic = bce™* + jucbye™x?t (67)
and rearranging this gives ' A
by = ’L'C'keizwkt + wicbk (68)
The Hamiltonian form of the CHM equation is
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So using this substitution into our Hamiltonian form equations of motion gives
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where wy = wk, + Wk, — wk. S0 in resonant conditions wy ., = 0, giving

ick = g Ci; Oy Ok +kz —k Vi2k (72)
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The transformed invariants with C-Variables are as follows
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M
Enstrophy = Z Bkiz|ck, |2 (75)

and the Manley-Rowe invariants are unchanged with c instead of b as |e?k!|? = 1.

The figure below shows the difference in amplitude of the modes between the b-variables and c-variables for
the butterfly cluster, as the difference in amplitude is ~ e — 14 there is little added error by performing this
transformation.

le—14 Difference between the b-variables and c-variables with Time

Amplitude

-2 4

0.00 0.25 0.50 075 100 125 150 175 200
Time

Figure 16: This shows the difference in amplitudes of the five modes in the butterfly in b-variables and
c-variables over time with a set of initial conditions.

5.1.2 Capacity

The initial amplitude of the modes are |ck| ~ |k|™. As the number of modes in the cluster matrix tends to
infinity, different values of n result in the capacity of the invariants being finite and infinite. In this section,
the boundary value of n between finite and infinite capacity for each invariant is found.

Hamiltonian
Since the Hamiltonian is invariant and the first term is invariant, since it equals the negative energy, so the

second term is invariant also.

Hs= D (Vi236k, o Oy Oy 1ok + VinaCi, City Cley Olcs 1K) (76)
kikoks€Z2
k1,27 oy 27 k, 27
= 27 ko, 27 ) 1/2 ye ye o Myl
SRy D »2 D a2e ¥ o2 P 7
1kokseGen j
Oy e~k (e, Coes ey, — Gk, Gy Ches )
1 kly k2y ky z * * %
Hz = Z Z kaz|)2 e + "B — W 220y, 4ky—k (Ck10k26k3 —cklckQCkS)
kikokseGen j 1 2
(78)
Letting
Ck; = C1q + C1pt
Cky = C2q + C2pl (79)

Ck; = C3q + C3p1
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Hs = Z Z V1232%5k1+k2—k ((c1a + c1)(caa + copi)(c30 — c308) — (€10 — C10%)(C2a — C2pt)(C34 + C3pi))
klkgkseGGn ]
(80)

j . ) )
Hs = g E V12322 0k, 41k, —k (€1aC20C3a — C1aC24C301 + C1aC26C301 + C1aC26C3b + C15C24C341 + C15C24Cap
kikokseGen j

—C1pC2bC3a T C16C26C3hT — C1aC2aC3a — C1aC2aC3bT + C1aC2pC3aT — C1aC26C3h T+ C16C2aC3a% — C15C24C3b + C15C26C34q

+c1pc2pcapi)
(81)
Ha= > ) 2Vi232% 0k, ko —C1aC2aC30 + C1aCapC3al + C15C2aC3aT + C1pC26C301) (82)
kikokzeGen j
Since |ek| ~ |k|™
c1a] = |27k|"|cos(0
le1a] =2 |n\ . (61)] (83)
|eas| = [27K["|sin(61)]
Hal= > D i2Vins2% i, pue il (— 27k |"cos(61)[27ka " cos(62)27ks " sin (03)
kikokseGen j
+]27k1|"cos(61)|27ka|" sin(62)]27 k3| cos(63) (84)
+]27ky " sin(61)]27 k| cos(02)]27 k3| " cos(03)
+|23k1|”sm(01)|25k2\”sm(eg)|2Jk3|"5'm(93))\
|Hs| = Z Z i2V123|k1k2k3|"2%+3j"6k1+k2_k|(—cos(@l)cos(ﬁg)sin(ﬂg)
kikoks€Gen j (85)
+cos(071)sin(02)cos(03) + sin(01)cos(02)cos(b3) + sin(61)sin(b2)sin(bs))]
|Hs| = Z Z i2Vias k1 Koks|" 2236, 1 i (cos(6:)sin(0y — 03) + sin(61)cos(0s — 63))] (86)
kikokseGen j
Hal = Y Y i2Visfkakeks["25 ¥ 0k, i, ilsin(01 + 02 — 63)] (87)
kikokseGen j
|H3| = Z ’L2V123‘k1k2k3‘ 6k1+k2 \sm(@l + 6y — 93 22 +33n (88)
klkgkgeGGn j
|H3| will converge if 22737 < 1, as 37 22+3" converges to Tﬂﬁm) if this condition is satisfied.
7 VS
So for the Hamiltonian to have finite capacity 2373 < 1son < —1.
Energy
The energy is also invariant, with |ck| ~ |[k|™ and the energy as below.
Energy = Z 61{”6 (89)
Bk, 29 "o
Energy = Z Z |k2J|2 )" (90)
kikokseGen j
Energy = Z |k|2” Z 2i—2i+2jn (91)

2
kikokszeEGen ‘ |

Energy will converge if 22771 < 1, as Zj 22in=J converges to m if this condition is satisfied.
So for the Energy to have finite capacity 22* ! < 1son < %
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Enstrophy

Enstrophy is the third invariant that the capacity will be studied, with |cx| ~ |[k|™ and the enstrophy
as below.

M
Enstrophy = Z Bkiz|cx, | (92)
Enstrophy = Z Z Bk, 27| (ij)"|2 (93)
kikokseGen j
Enstrophy = Z Bk k[ Z 27 +2nd (94)
kikoks€Gen J

Enstrophy will converge if 22"+1 < 1, as ; 22"+ converges to t—5tmry if this condition is satisfied.

: o 92n41 1
So for the Enstrophy to have finite capacity 2°"™* < 1son < —3.

The significant values of n are therefore -1/6, -1/2 and 1/2. The three invariants are plotted below with
these values.

Hamiltonian, Energy and Enstrophy of 41 Mode Cluster with n =-1/6

— Hamiltonian
Energy

2000 —— Enstrophy

1000

0000 0025 0050 0075 0100 0125 0150 0175 0200
Time

(a) n=-1/6

Hamiltonian, Energy and Enstrophy of 41 Mode Cluster with n =-1/2 106 Hamiltonian, Energy and Enstrophy of 41 Mode Cluster with n =1/2

200

150

—— Hamiltonian —— Hamiltonian
Energy Energy
100 —— Enstrophy —— Enstrophy

0.000 0025 0050 0075 0100 0125 0150 0175 0200 0.000 0025 0050 0075 0100 0125 0150 0175 0200
Time Time

(b) n=-1/2 (c) n=1/2
Figure 17: This figures shows the Hamiltonian, Energy and Enstrophy of the 41 mode cluster with (a)
n=-1/6, (b) n=-1/2 and (c) n=1/2.

Even though, the capacity of the Manley-Rowe invariants were not explored, these invariants are plotted
for the significant values of n.
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Manley-Rowe Invariants of 41 Mode Cluster with n =-1/6

Manley-Rowe Invariants of 41 Mode Cluster with n =-1/2 Manley-Rowe Invariants of 41 Mode Cluster with n =1/2

800

015 o0

400

200

(b) n=-1/2 (c) n=1/2

Figure 18: This figures shows the Manley-Rowe Invariants of the 41 mode cluster with (a) n=-1/6, (b)
n=-1/2 and (c) n=1/2.

5.2 Amplitudes of Modes

In this section, the effect of putting greater initial amplitude into a certain set of modes is studied. The
initial amplitudes of the modes in the cluster were still by the rule |cx| ~ |k|™ where the greater amplitude
is |ex| = |k|™ and the rest of the amplitudes of the modes are initialised by |ck| = Ll

oo - Lhe initial phase of
the modes in the cluster is pseudo-random.

5.2.1 First Modes

Firstly, greater initial amplitude was allocated to the first 8, 10, and 11 modes in a 41 mode cluster. The
results showed that due on the structure of the cluster initially low amplitude modes may gain amplitude if
connected to higher amplitude modes.

21



41 Mode Cluster with Initial Amplitude greater in First 10 Modes

(a) First 10 Modes

41 Mode Cluster with Initial Amplitude greater in First 8 Modes 41 Mode Cluster with Initial Amplitude greater in First 11 Modes
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\\
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‘*/f.‘»?”

(b) First 8 Modes (c) First 11 Modes

Figure 19: This figure shows a 41 mode cluster with n = -1/6, with greater initial amplitudes in first (a) 10
modes, (b) 8 modes and (c¢) 11 modes. In (a) 3 modes that do not have initial amplitude gain amplitude.
In (b) 1 mode that does not have initial amplitude gains amplitude. In (c) 2 modes that do not have
initial amplitude gain amplitude. This is due to the structure of the cluster. The 10th mode is passive
and connected to the 11th mode which is active, and this is the active mode in to two other triads, which
produces the extra modes that gain amplitude in (a) and (c¢). The 8th mode is active and connected to 7th
and 9th modes which are passive and hence the 9th mode gains amplitude in (b).

5.2.2 Last Modes

Next, greater initial amplitude was allocated to the last 8, 10, and 11 modes in a 41 mode cluster. The
results showed that due on the structure of the cluster initially low amplitude modes may gain amplitude if
connected to higher amplitude modes.
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41 Mode Cluster with Initial Amplitude greater in Last 10 Modes

(a) Last 10 Modes

41 Mode Cluster with Initial Amplitude greater in Last 8 Modes 41 Mode Cluster with Initial Amplitude greater in Last 11 Modes

(b) Last 8 Modes (c) Last 11 Modes

Figure 20: This figure shows a 41 mode cluster with n = -1/6, with greater initial amplitudes in last (a) 10
modes, (b) 8 modes and (c¢) 11 modes. In (a) 1 mode that does not have initial amplitude gains amplitude.
In (b) 2 modes that do not have initial amplitude gain amplitude. In (¢) no mode that does not have initial
amplitude gains amplitude. This is due to the structure of the cluster. The 32nd mode is passive and
connected to the 31st mode which is active which is the extra mode that gains amplitude in (a). The 31st
mode is also active in the triad connected to 34th and 35th modes and hence the 31st mode gains amplitude
in (b), also since this mode is active in other triads it is responsible for further modes gaining energy. In (c)
as the 31st mode is active and connected to triads with initially greater amplitudes, no further modes gain
amplitude.

5.2.3 Active/Passive Modes

Then, greater initial amplitude was allocated to the active modes in the triad. The results showed that due
on the structure of the cluster with active modes connected to generally more other modes than the passive
modes, the passive modes with initially low amplitude gain amplitude but there are significantly more modes
with lower amplitude than higher amplitude as time progresses.

Further, when greater initial amplitude was allocated to the passive modes in the triad, the results showed
that the active modes with initially low amplitude gain amplitude but this time the amplitude is more spread
out with the initially higher amplitude passive modes tending to remain at high amplitude. This suggests
the passive modes do not transfer their amplitude to the active modes to the same extent as the active modes
transfer to passive modes.
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41 Mode Cluster with Initial Amplitude greater in Active Modes, n =-1/6 41 Mode Cluster with Initial Amplitude greater in Passive Modes, n =-1/6

(a) Greater Amplitude in Active Modes (b) Greater Amplitude in Passive Modes
Figure 21: This figure shows a 41 mode cluster with n = -1/6, with greater initial amplitudes in (a) active
modes and (b) passive modes. In both cases all modes gain amplitude with time.

5.2.4 11 Modes - Active

To explore the situation where greater initial amplitude was allocated to the active modes in the triad further,
this figure shows the equations of motion of an 11 mode cluster for the significant values of n. There does
not appear to be any pattern in behaviour.

11 Mode Cluster with Initial Amplitude greater in Active Modes, n =-1/6

(a) n=-1/6

11 Mode Cluster with Initial Amplitude greater in Active Modes, n =-1/2 11 Mode Cluster with Initial Amplitude greater in Active Modes, n = 1/2

/

\ |

I [ Al ,\l Wil

T A

I A ’&&&Mv‘h\i’%&@d‘w R
(b) n=-1/2 () n=1/2

Figure 22: This figure shows an 11 mode cluster with greater initial amplitudes in the active modes with (a)
n=-1/6, (b) n=-1/2 and (¢) n=1/2. There does not appear to be any form of pattern in the modes.

5.2.5 11 Modes - Passive

Again to explore the situation where greater initial amplitude was allocated to the passive modes in the
triad further, this figure shows the equations of motion of an 11 mode cluster for the significant values of
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n. There appears to be a periodic behaviour pattern with the modes which were initially higher amplitude
staying that way and initially lower amplitude staying lower.

11 Mode Cluster with Initial Amplitude greater in Passive Modes, n =-1/6

(a) n=-1/6

11 Mode Cluster with Initial Amplitude greater in Passive Modes, n =-1/2 11 Mode Cluster with Initial Amplitude greater in Passive Modes, n =1/2

A YINV AV A VAV A VAV VAVA VYA VAN

(b) n=-1/2 (c) n=1/2

Figure 23: This figure shows an 11 mode cluster with greater initial amplitudes in the passive modes with
(a) n=-1/6, (b) n=-1/2 and (c) n=1/2. The modes appear to exhibit a periodic pattern.

5.3 Average Amplitudes

As the initial amplitude of the modes in the cluster followed the rule |ex| ~ |k|™, it is of interest to check if
this value of n controlled the amplitude of these modes with time, i.e. the average amplitude of the modes.
To discover whether this relation existed, the average amplitude of each mode was plotted against square of
the magnitude of wavevector of that mode, and the best fit line was plotted between each data point. The
slope of this best fit line is the value of interest which we call «y and this is a function of n. This can be seen as
the average of the amplitudes < |cx| >= alk|” where « is a constant, so log(< |ck| >) = log(a) + ~vlog(|k]).
We will study this relation in this section.

5.3.1 Varying Cluster Size

Firstly, the value of v was studied for different number of modes in the cluster with the same n value of -1/6.
The value of v was roughly -1/3 which suggests that v = 2n. As the data points appeared more strongly
correlated as the number of modes increased, a larger cluster would produce more accurate results.

25



logl|k|) vs logtAverage for 11 Mode Cluster with n =-1/6 log(Jk|} vs log(Average for 21 Mode Cluster with n =-1/6
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Figure 24: This figure shows the plot of the log of |k| of the mode vs the log of the average amplitude
of the mode, for clusters with (a) 11 modes, (b) 21 modes, (c) 41 modes and (d) 81 modes, when n =
-1/6. The slope of the best fit line for each plot is (a) -0.31722918897046, (b) -0.32436227157450176, (c)
-0.3319914413791856 and (d) -0.3310140369558723. This suggests that there is a pattern between initial
power of the amplitude (n) and the power of the average amplitude of the modes (), of v ~ 2n. As the
cluster size increases the modes become closer toward the best fit line. Timestep = 0.001.

5.3.2 Varying n value

Next, the value of n was varied for an 81 mode cluster to ensure the hypothesis that v = 2n. An 81 mode
cluster was chosen as a larger cluster appeared to have strongly correlated data points. It is seen that vy ~
2n for all values of n chosen, and the lower values of n had more highly correlated data points.
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log(Ik|) vs log(Average for 81 Mode Cluster with n =-2
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Figure 25: This figure shows the plot of the log of |k|? of the mode vs the log of the average amplitude of the
mode, for an 81 mode cluster with (a) n = -2, (b) n=-3/2, (¢) n=-1, (d) n=-1/2, (¢) n =-1/3, (f) n =-1/6 and
(g) n=1/6. The slope of the best fit line for each plotgs (a) -4.004955558554817, (b) -3.007288389233271, (c)
-1.9960800115259507, (d) -0.996640957515859, (e) -0.6683312636406519, (f) -0.3310140369558723 and (g)
0.2973421728171482. This suggests that there is a pattern between initial power of the amplitude (n) and
the power of the average amplitude of the modes (), of v ~ 2n. As n decreases the modes become closer

toward the best fit line. Timestep = 0.001.

(g) n =1/6




5.3.3 Improvements in timestep

The timestep for all previous plots in this section is 0.001, but it is important to notice if reducing the
timestep would improve the estimation of . In the plots below the original timestep of 0.001 is compared
to the reduced timestep of 0.0008 and increased timestep of 0.002, for a fixed n =-1/6. It can be seen that
reducing the timestep produces a v value closer to 2n.

logl|k|) vs log(Average for 81 Mode Cluster with n =1/6

10

logiAverage Amplitude)

logi|])

(a) Timestep = 0.001

log(|k|) vs log(Average for 81 Mode Cluster with n =1/6, timestep = 0.002 log(|k|} vs log(Average i for 81 Mode Cluster with n =1/6, timestep = 0.0008

log(Average Amplitude}
log(Average Amplitude)

log(Jkj} loglJik]}

(b) Timestep = 0.002 (c) Timestep = 0.0008

Figure 26: This figure shows the difference in timestep on the slope of the log of |k|? of the mode vs the
log of the average amplitude of the mode with a timestep of (a) 0.001, (b) 0.002 and (c) 0.0008, with n =
1/6. The slope of the best fit line for each plot is (a) 0.2973421728171482, (b) 0.14426698366954577, and (c)
0.3144631427642188. This shows that as timestep decreases the slope increases in accuracy to 1/3, which is
2n.

5.4 Phase Analysis

The final aspect of the cluster dynamics that was explored in this project is phase analysis of the cluster.
This involved examining the order parameter R(t) and the triad phase, which have been described before by
Murray and Bustamante [5].

N
¢35(t) = > _arg(crcacs)

IS enplidd o)

R(t) ~

where N is the number of triads in the cluster.

Both R(t) and ¢} ,(t) are plotted on the one graph against time. The maximum R(t) and average R(t) for
each plot are calculated. The graph below shows that when the modes are initialised with zero phase that
the modes do not change phase and values of the ¢?’2(t) are either 0 or 7 as expected.
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R(t) and @(t) for 11 Mode Cluster with n =-1/6 and zero initial phase

— RIB
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Figure 27: This figure shows the plot of the order parameter R(t) of the cluster and the triad phases ()
with time for an 11 mode cluster with initial zero phase of the modes. As the R(t) value is either 0 or 1 and
the triad phase is 0 or m, this shows the code works.

5.4.1 Varying Cluster Size

Firstly, the order parameter and triad phases were studied for different number of modes in the cluster with
the same n value of -1/6. The results show that as the cluster size increases, there are more fluctuations
in the plot of both R(t) and ®(t) with time. Also as the cluster size increases the R(t) reaches lower peak
values. As the cluster size increases both the maximum R(t) and average R(t) appear to decrease.
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R(t) and @(t) for 11 Mode Cluster with n =-1/6 Rit) and ®(t) for 21 Mode Cluster with n =-1/6
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Figure 28: This figure shows the plot of the order parameter R(t) of the cluster and the triad phases ®(¢t) with
time, for clusters with (a) 11 modes, (b) 21 modes, (c) 41 modes and (d) 81 modes, when n =-1/6. The max-
imum value for the R(t) is (a) 0.8725280260985734, (b) 0.4095003787981561, (c) 0.4195933663126821 and (d)
0.3648872765716297. The average value for the R(t) is (a) 0.32034835597280037, (b) 0.20336334993482372,
(c) 0.19247125621936306 and (d) 0.12317304837143686. As the cluster size increases both the maximum
R(t) and average R(t) appear to decrease. Timestep = 0.001.

5.4.2 Varying n value

Next, the order parameter and triad phases were studied for different n value for an 81 mode cluster. The
time period differs as to clearly present the graphs. The results show that as the n value increases, there are
more fluctuations in the plot of both R(t) and ®(¢) with time. Also as the n value increases the R(t) reaches
higher peak values. As n increases the maximum R(t) tends to increase and the average R(t) does not seem
to vary in any pattern.
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R(t) and @(t) for 81 Mode Cluster with n=-2 R(t) and ®(t) for 81 Mode Cluster with n =-3/2
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Figure 29: This figure shows the plot of the order parameter R(t) of the cluster and the triad phases ()
with time, for an 81 mode cluster with (a) n = -2, (b) n=-3/2, (c) n=-1, (d) n=-1/2, (¢) n =-1/3, (f) n =-1/6
and (g) n=1/6. The maximum value for the R(t) isy(a) 0.1201981241390307, (b) 0.2410493694476629, (c)
0.25705191267401906, (d) 0.35038498587296363, (e) 0.3412563595999774, (f) 0.3648872765716297 and (g)
0.35079013904851447. The average value for the R(t) is (a) 0.092616558062236, (b) 0.1279160598483235, (c)
0.11765192747332175, (d) 0.1411575269765623, (e) 0.10878277194764227, (f) 0.12317304837143686 and (g)
0.12988717254285947. As n increases the maximum R(t) tends to increase and the average R(t) does not
seem to vary in any pattern. Timestep = 0.001. Note: (a),(b),(c) have a time period of 80, (d),(e),(f) have
a time period of 8 and (g) has a time period of 0.8.
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Conclusion

This project explored the dynamics of clusters of waves in the CHM equation by examining the invariants,
capacity, amplitude and phase of modes. It was seen that varying initial conditions, by n value and cluster
size affect the dynamics of the cluster. Further study could include larger clusters and a greater variety of
n values, also the code included (Appendix) could be used to study different types of clusters of waves.
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Appendix

All python code in this section can be modified to study various clusters with different initial conditions.

Equations of Motion

Python code used to plot equations of motion for cluster with an example of initialising conditions for 41
mode cluster

import numpy as np

import matplotlib.pyplot as plt
import cmath as cm

from numpy import linalg as la
from scipy.stats import linregress
import sympy as sy

def

def

V(kx,klx,k2x ,ky, kly, k2y):
return —np.sqrt(beta)*xnp.sqrt (abs(kxxklxxk2x))*(kly/(klx*x2+klyxx2)
+k2y / (k2x*x24+k2y*x2) —ky / (kx#*x2+ky «%2) )

getploth (matrixl ,matrix2 ,dt ,t0,initlist ,imax,plot = False,printarray=False):
fck = sy.zeros(len(matrix2[0]),1,dtype=np.complex)
cmatrix = []
i=20
while i<len(matrix2[0]):
cmatrix .append (sy.symbols (¢ '+str(i+1)))

i+=1
j=0
while j<len(matrix1[0]):
i=20
while i<len(matrixl[:,0]):
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if matrix1[i][]j] = 1:

k=20
while k<len(matrix1 [0]):
ik —j -
k+=1
else:
if matrixl[i][k] = 1:
kl = —matrix2 [: k]
ckl = sy.conjugate (cmatrix [k])
if matrixl1[i][k] = —1:
k2 = matrix2[:, k]
ck2 = cmatrix [k]
k+=1
fck[j] 4= cklxck2«V(matrix2[0][j],k1[0],k2[0],matrix2[1][j],k1[1],k2[1])
if matrix1[i][j] = —1:
k=20
kl =[]
ckl = []
while k<len(matrix1 [0]):
if matrix1[i][k] = 1:
kl.append (matrix2[: ,k])
ckl.append(cmatrix [k])
k+=1

fck[j] += ck1[0]*ckl[1]*V(matrix2[0][j],k1[0][0],k1[1][O],
matrix2 [1][j],k1[0][1],k1[1][1])
i+=1
j+=1
if plot = True:
return RK4C4(fck ,cmatrix ,dt,t0,initlist ,imax,True, False , False)
if plot = False:
return RK4C4(fck ,cmatrix ,dt,t0,initlist ,imax,False ,False 6 False)

def RK4C4(falist ,cmatrix, dt, t0, initlist , imax,plot = False, printsteps = False,

returnarray = False):
ti = t0
ai = []

for el in initlist:
ai.append(el)

i=0
t = np.array ([ti])
aki = []

aki.append(ai[:])
tk = sy.symbols(’tk’)
falistl = []
i=0
while i <len(falist ):
falistl .append(sy.lambdify ([cmatrix ,tk], falist [i]))
i+=1
i=0
while 1 < imax:
j=0
k1l = []
while j<len(falist ):
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kl.append(falistl [j](ai,ti))
j4=1
i=0
k2 =[]
dtkl = [element *xdt/2 for element in k1]
aik2 = [a + b for a, b in zip(ai, dtkl)]
while j<len(falist ):
k2. append(falistl [j](aik2,ti+dt/2))
j+=1
i=0
k3 =)
dtk2 = [element *dt/2 for element in k2]
aik3 = [a + b for a, b in zip(ai, dtk2)]
while j<len(falist ):
k3.append(falistl [j](aik3 ,ti+dt/2))
j+=1
i=0
kd =]
dtk3 = [element *dt for element in k3]
aik4 = [a + b for a, b in zip(ai, dtk3)]
while j<len(falist ):
k4 .append(falistl [j](aik4 , ti+dt))
j4=1
i=0
while j <len(falist ):
ai[j] += (dt/6)*(k1[j]+2«k2[j]+2«k3[j]+k4[j])
j+=1
t = np.append(t, ti)
aki.append(ai[:])

ti 4= dt

i+=1
arrayk = np.array (aki)
if plot = True:

i=0

while j < len(falist ):
plt.plot (t,np.abs(arrayk[:,j])**2)
j+=1
if printsteps = True:
print (t,ak)
return arrayk, t

beta = 10
matrixl = np.array([[-1,1,1,0,0,0,0,0,0,0,0],[—1,0,0,1,1,0,0,0,0,0,
(0,0,0,0,1,-1,1,0,0,0,0],[0,0,0,0,0,0,1,—-1,1,0,0],{0,0,0,0,0,0,1,0
rows = 5
columns = 10
Z =np.zeros ((rows,columns),dtype=int)
newmatrixl=np.asarray (np.bmat ([ [ matrixl, Z], [Z, matrixl]]))
n= 2
i=0
while i<n:
newmatrix = np.asarray (np.bmat ([[matrixl, Z], [Z, matrixl]]))
matrixl = newmatrix

Z = np.zeros (((2*x(i+1))xrows,(2**(i+1))*columns),dtype = int)
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i+=1
#print (len (matrizxl [0]))
list2 = [[16,15,1,13,3.,8,5,29,24,27],[~2,-10,8, 13,11, 14, -25,37,62,21]]
m=4
i =0
while i < m:

newlist0 = [element #2xx

(i+1) for element in 1ist2 [0][0:10]]
newlistl = [element #*2xx(i41

)

)

) for element in list2 [1][0:10]]
list2 [0]. extend (newlist0
list2 [1].extend (newlistl
i+=1

list3 = np.asarray (list2)

listd = list3 [:,0:41]

initcond = []
n= —1/6
i=20

while i <10:
initcond .append ((np.sqrt (list4 [0, i]**2+1ist4 [1,1]**2))**n*np.exp(1j*i))
i+=1

j=0

while j <31:
initcond .append ((np.sqrt (list4 [0, j]**2+1ist4d [1,j]**2))**xn*np.exp(ljxj)/100)
j4=1

getplot5 (matrix1,list4 ,0.01,0,initcond ,800,True)

plt.grid (True)

plt.xlabel (’Time’)

plt.ylabel (>Amplitude’)

plt.title (’41_-Mode.Cluster_with_Initial _Amplitude_greater_in_First_10_.Modes")

Plotting Invariants

def getinvariants (matrixl ,matrix2 ,dt,t0,initlist ,imax,plot = False,printarray=False):
fck = sy.zeros(len(matrix2[0]),1,dtype=np.complex)
cmatrix = []
i=20

while i<len(matrix2[0]):
cmatrix .append (sy.symbols(’¢’+str(i+1)))

it=1
j=0
while j<len(matrix1[0]):
i=20

while i<len(matrixl[:,0]):

if matrix1[i][]] 1:
k=20
while k<len (matrix1[0]):
if k =j:
k+=1
else:
if matrixl1[i][k] = 1:
kl = —matrix2 [: k]
ckl = sy.conjugate (cmatrix [k])
#print (ematric[k])
#print (ckl)

35



if matrixl[i][k] = —1:
k2 = matrix2[: k]
ck2 = cmatrix [k]

k+=1
fck[j] += cklxck2«V(matrix2 [0][j],k1[0],k2[0],matrix2[1][j],k1[1],k2[1])
if matrix1[i][]] = —1:
k=20
k1= []
ckl = []
while k<len(matrix1 [0]):
if matrixl[i][k] = 1:
k1l.append (matrix2[:,k])
ckl.append (cmatrix [k])
k+=1

fek [j] 4= ck1[0]*ckl [1]*V(matrix2[0][j],k1[0][0],k1[1][0],
matrix2 [1][j],k1[0][1] ,k1[1][1])
i4+=1
j+=1

return RK4CInv(fck ,cmatrix ,matrixl ,matrix2 ,dt,t0,initlist ,imax,True, False , False)

def RK4CInv(falist ,cmatrix ,matrixl ,matrix2, dt, t0, initlist , imax,plot = False,

printsteps = False, returnarray = False):
ti = t0
ai =[]

for el in initlist:
ai.append(el)

i=20
t = np.array ([ti])
aki = []

aki.append(ai[:])
tk = sy.symbols(’tk’)
falistl = []
i=0
while i <len(falist ):
falistl .append(sy.lambdify ([cmatrix ,tk], falist [i]))
i+=1
#print (falistl)
i=0
while 1 < imax:
i=0
k1= )
while j<len(falist ):
kl.append(falistl [j](ai,ti))
j+=1
i=0
k2 = )
dtkl = [element *dt/2 for element in k1]
aik2 = [a + b for a, b in zip(ai, dtkl)]
while j<len(falist ):
k2. append (falistl [j](aik2,ti+dt/2))
j+=1
i=0
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k3 =]
dtk2 = [element *dt/2 for element in k2]
aik3 = [a + b for a, b in zip(ai, dtk2)]
while j<len(falist ):
k3.append(falistl [j](aik3 ,ti+dt/2))
j+=1
i=0
ka=[]
dtk3 = [element *dt for element in k3]
aik4d = [a + b for a, b in zip(ai, dtk3)]
while j<len(falist ):
k4 .append(falistl [j](aik4 , ti+dt))
j+=1
i=0
while j <len(falist ):
ai[j] 4= (dt/6)%(k1[j]+24k2[j]+25k3 [ +Kk4[]])
j4=1
t = np.append(t,ti)
aki.append(ai[:])

ti 4= dt

i4+=1
arrayk = np.array (aki)
if plot = True:

plt.plot (t,np.real (Hamiltonian (matrixl ,matrix2 ,arrayk)))
plt.plot (t,Energy (matrix2 ,arrayk))
plt.plot (t,Enstrophy (matrix2 ,arrayk)

)
plt.legend ([ ’Hamiltonian’, ’Energy ’, ’Enstrophy ’])

if printsteps = True:
print (t,ak)
if returnarray = True:

return arrayk, t
return arrayk, t

def Hamiltonian (matrixl,matrix2 ,arrayk):
H = np.zeros(len(arrayk[:,0]) ,dtype=np.complex)
k=0
#print (len (arrayk [:,0]))
while k<len(arrayk[:,0]):
i=0
while i < len(matrix2[0]):
H[k] += —betaxmatrix2 [0][i]*abs(arrayk[k,i])**2/(matrix2 [0][1]**2
+matrix2 [1][1]*%2)

i+=1
i=0
while i <len(matrix1[0]):
j=0
while j<len(matrixl[:,0]):
if matrixl[j][i]==—1:
1=0
klist =]]
cklist = []
while l<len(matrix1[0]):

if matrix1[j][l]==1:
klist .append (matrix2[:,1])
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cklist .append(arrayk [k, 1])
1+=1
H[k] 4+= 1j*3xV(matrix2[0][i], klist [0][0], klist [1]][0] , matrix2[1][i],
klist [0][1], klist [1][1])*( cklist [0]* cklist [1]*np.conj(arrayk[k,i])—

j+=1
i+=1
k+=1
return H

def Energy(matrix2 ,arrayk):
E = np.zeros(len(arrayk[:,0]))
k=0
while k<len(arrayk[:,0]):
i=0
while i<len(matrix2[0]):
E[k]+=beta*matrix2[0,i]*xabs(arrayk [k,i])**2/(matrix2[0,i]**2+ matrix2[1,1i]*%2)
i+=1
k4+=1
return E

def Enstrophy(matrix2 ,arrayk):
E = np.zeros(len(arrayk[:,0]))
k=0
while k<len(arrayk[:,0]):
i=20
while i<len(matrix2[0]):
E[k]+=Dbetas*matrix2 [0,i]*abs(arrayk [k,i])**2
i+=1
k4+=1
return E

from sympy import Matrix

def getinvariantsMR (matrixl ,matrix2 ,dt,t0,initlist ,imax,plot = False,printarray=False):
fck = sy.zeros(len(matrix2[0]),1,dtype=np.complex)
cmatrix = []
i=0

while i<len(matrix2[0]):
cmatrix .append (sy.symbols(’¢’+str(i+1)))

i+=1
i=0
while j<len(matrix1[0]):
i=20
while i<len(matrixl[:,0]):
if matrix1[i][]] 1:
k=20
while k<len(matrix1 [0]):
if k =j:
k+=1
else:

if matrixl1[i][k] = 1
kl = —matrix2 [: k]
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ckl = sy.conjugate (cmatrix [k])
#print (ematriz[k])
#print (ckl)

if matrixl1[i][k] = —1:
k2 = matrix2[:, k]
ck2 = cmatrix [k]
k+=1
fck[j] 4= cklxck2«V(matrix2[0][j],k1[0],k2[0],matrix2[1][j],k1[1],k2[1])
if matrix1[i][j] = —1:
k=0
K1 = )
ckl = []
while k<len(matrix1 [0]):
if matrix1[i][k] = 1:
kl.append (matrix2[:,k])
ckl.append(cmatrix [k])
k4+=1

fek [§] 4= ck1[0]#ckl [1]+V(matrix2[0][j].k1[0][0] ,k1[1][0],
matrix2 [1][j],k1[0][1] k1 [1][1])
i+=1
=1

return RK4CInvMR( fck , cmatrix , matrixl , matrix2 ,dt,t0,initlist ,imax, True,False , False)

def RK4CInvMR(falist ,cmatrix ,matrixl ,matrix2, dt, t0, initlist , imax,plot = False,

printsteps = False, returnarray = False):
ti = t0
ai = []

for el in initlist:
ai.append(el)

i=0
t = np.array ([ti])
aki =

aki.append(ail[:])
tk = sy.symbols(’tk’)
falistl = []
i=0
while i <len(falist ):
falistl .append(sy.lambdify ([cmatrix ,tk], falist [i]))

i+=1

i=0

while i < imax:
j=0
kl = []

while j<len(falist ):
kl.append(falistl [j](ai,ti))

j+=1
j=0
k2 = []
dtkl = [element *dt/2 for element in k1]

aik2 = [a + b for a, b in zip(ai, dtkl)]
while j<len(falist ):
k2.append(falistl [j](aik2,ti+dt/2))
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ti += dt
i4+=1
arrayk = np.array (aki)
if plot = True:
nullspace = np.asarray (Matrix(matrixl).nullspace ())
i=0
while i< len(nullspace):
k=0
mrinv = []

j4=1
i=0
k3=[)
dtk2 = [element *dt/2 for element in k2]
aik3 = [a + b for a, b in zip(ai, dtk2)]
while j<len(falist ):
k3.append(falistl [j](aik3 , ti+dt/2))
j+=1
i=0
ka =]
dtk3 = [element *dt for element in k3]
aik4d = [a + b for a, b in zip(ai, dtk3)]
while j<len(falist ):
k4 .append(falistl [j](aik4 , ti+dt))
=1
i =0
while j <len(falist ):

ai [j] += (dt/6)=(k1[j]+2«k2[j]+2«k3[j]+k4[j])

j4=1
t = np.append(t, ti)
aki.append(ail:])

while k < len(arrayk[:,0]):

mrinv.append (np.dot (nullspace[i],np.abs(arrayk [k,:])**2))

k+=1
mrinvarr = np.asarray (mrinv)
plt.plot (t,mrinvarr)
i+=1

if printsteps = True:

print (t,ak)

if returnarray = True:

return arrayk, t

return arrayk, t

Average Amplitudes

def getaverages(matrixl ,matrix2,dt,t0,initlist ,imax,plot
fck = sy.zeros(len(matrix2[0]),1,dtype=np.complex)

cmatrix = []
i=0
while i<len(matrix2[0]):

j=0

cmatrix .append (sy.symbols(’c’+str(i+1)))
=1

while j<len(matrix1 [0]):
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i=20
while i<len(matrixl[:,0]):

if matrix1[i][]] 1:
k=20
while k<len(matrix1 [0]):
if ko —j:
k+=1
else:
if matrixl1[i][k] = 1:
kl = —matrix2[: k]
ckl = sy.conjugate (cmatrix[k])
if matrixl[i][k] = —1:
k2 = matrix2[: k]
ck2 = cmatrix [k]
k+=1
fck[j] += cklxck2+«V(matrix2[0][j],k1[0],k2[0],matrix2[1][j],k1[1],k2[1])
if matrix1[i][j] = —1:
k=20
k1= []
ckl = []
while k<len(matrix1 [0]):
if matrixl[i][k] = 1:
k1l.append (matrix2[: ,k])
ckl.append (cmatrix [k])
k4+=1

fck[j] += ck1[0]*ckl[1]*V(matrix2[0][]j],k1[0][0],k1[1][0],
matrix2 [1][j],k1[0][1],k1[1][1])
i+=1
#print (fck)
j+=1

return RK4CAvg(fck ,cmatrix ,matrixl ,matrix2 ,dt,t0,initlist ,imax,True, False, False)

def RK4CAvg(falist ,cmatrix ,matrixl,matrix2, dt, t0, initlist , imax,plot = False,

printsteps = False, returnarray = False):
ti = t0
ai = []

for el in initlist:
ai.append(el)

i=20
t = np.array ([ti])
aki = []

aki.append(ai[:])
tk = sy.symbols(’tk’)
falistl = []
i=0
while i <len(falist ):
falistl .append(sy.lambdify ([cmatrix,tk], falist [i]))

i+=1

i=0

while i < imax:
j=0
kl = []
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while j<len(falist ):
k1l.append(falistl [j](ai,ti))
j+=1
i=0
k2 = )
dtkl = [element *dt/2 for element in k1]
aik2 = [a + b for a, b in zip(ai, dtkl)]
while j<len(falist ):
k2. append (falistl [j](aik2,ti+dt/2))
j+=1
i=0
k3 =]
dtk2 = [element *dt/2 for element in k2]
aik3 = [a + b for a, b in zip(ai, dtk2)]
while j<len(falist ):
k3 .append(falistl [j](aik3 ,ti+dt/2))
j4=1
i=0
ka=[]
dtk3 = [element *dt for element in k3]
aik4 = [a + b for a, b in zip(ai, dtk3)]
while j<len(falist ):
k4 .append(falistl [j](aik4 , ti+dt))
j+=1
i=0
while j <len(falist ):
ai[j] += (dt/6)x (Il [j]+2xk2[j]+24k3[§]+k4[j ])
j4=1
t = np.append(t, ti)
aki.append(ai[:])
ti += dt
i4=1
arrayk = np.array (aki)
if plot = True:
average = []
i=0
while j < len(matrix2[0]):
avg = 0
for el in arrayk[:,j]:
avg +=abs(el)**2
average .append (avg/len(arrayk [:,0]))
j4=1
avgarray =np.asarray (average)
kplot = []
i=0
while i <len(matrix2[0]):
kplot .append (np.sqrt (matrix2[0,i]**2+matrix2[1,1i]*%2))
i +=1
kplotarray = np.asarray(kplot)
plt.plot (np.log(kplotarray),np.log(avgarray), bo’)
m, b = np.polyfit (np.log(kplotarray),np.log(avgarray), 1)
plt.plot (np.log(kplotarray), msnp.log(kplotarray) + b)
plt.grid (True)
print (m,b)
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if printsteps = True:
print (t,ak)

if returnarray = True:
#return arrayk, t

return arrayk, t

Phase Analysis

def getphases2(matrixl ,matrix2,dt,t0,initlist ,imax,plot = False,printarray=False):
fck = sy.zeros(len(matrix2[0]),1,dtype=np.complex)
cmatrix = []
i=0
while i<len(matrix2[0]):
cmatrix .append (sy.symbols (¢ ’+str(i+1)))
i+=1
matrix3 = np.zeros ((3,len(matrixl[:,0])),dtype = np.int32)
j=0
while j<len(matrix1 [0]):
i=20
while i<len(matrixl[:,0]):

if matrix1[i][]] 1:
k=20
while k<len (matrix1[0]):
if k =j:
k+=1
else:
if matrixl[i][k] = 1:
kl = —matrix2[:,k]
ckl = sy.conjugate (cmatrix [k])
if matrixl[i][k] = —1:
k2 = matrix2[:,k]
ck2 = cmatrix [k]
k+=1
fck[j] += cklxck2«V(matrix2 [0][j],k1[0],k2[0],matrix2[1][j],k1[1],k2[1])
if matrix1[i][j] = —1:
matrix3 [0, i]+=j
k=20
K1 = )
ckl = []
while k<len (matrix1[0]):
if matrix1[i][k] = 1:
kl.append (matrix2[:,k])
ckl.append(cmatrix [k])
if matrix3[1,i]==0:
matrix3 [1,i]+=k
else:
matrix3 [2,i]+=k
k+=1

fck[j] += ck1[0]xckl[1]*«V(matrix2[0][j],k1[0][0] ,k1[1][0],
matrix2 [1][3],k1[0][1] k1 [1][1])
=1
j+=1
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return RK4CPhases2(fck ,cmatrix , matrixl , matrix2 , matrix3 ,dt,t0,initlist ,imax,True, False

def RK4CPhases2(falist ,cmatrix ,matrixl ,matrix2 ,matrix3, dt, t0, initlist , imax,

plot = False, printsteps = False, returnarray = False):
ti = t0
ai = []

for el in initlist:
ai.append(el)

i=20
t = np.array ([ti])
aki = []

aki.append(ail[:])
tk = sy.symbols(’tk’)
falistl = []
i=0
while i <len(falist ):
falistl .append(sy.lambdify ([cmatrix ,tk], falist [i]))

i+=1

i=0

while i < imax:
j=0
kl = []

while j<len(falist ):
kl.append(falistl [j](ai,ti))
j-1

dtkl = [element *dt/2 for element in k1]
aik2 = [a + b for a, b in zip(ai, dtkl)]
while j<len(falist ):
k2 .append(falistl [j](aik2,ti+dt/2))
j4=1
i=0
k3=[]
dtk2 = [element *dt/2 for element in k2]
aik3 = [a + b for a, b in zip(ai, dtk2)]
while j<len(falist ):
k3.append(falistl [j](aik3 ,ti+dt/2))
j+=1
j=0
k4 =[]
dtk3 = [element *dt for element in k3]
aikd = [a + b for a, b in zip(ai, dtk3)]
while j<len(falist ):
k4 .append(falistl [j](aik4 , ti+dt))
j+=1
i=0
while j <len(falist ):
ai[j] 4= (dt/6)«(k1[j]+2+k2[j]+2+k3[j]+k4[]])
j+=1
t = np.append(t, ti)
aki.append(ail:])
ti += dt
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i 4= 1

arrayk = np.array (aki)
if plot = True:
rlist = []

philist
k=0

=]

while k<len (arrayk[:,0]):
rvalue = 0
phivalue = 0
i=0
while i <len(matrix3[0]):

rvalue +=np.exp(lj*np.angle(arrayk [k, matrix3[1,i]]x

arrayk [k, matrix3[2,i]]*np.conj(arrayk [k, matrix3[0,i]])))

phivalue +=np.angle(np.exp(lj*np.angle(arrayk [k, matrix3[1,i]]x
i11))))

arrayk [k, matrix3[2,i]]*np.conj(arrayk [k, matrix3[0,1]]
i+=1

rlist .append(abs(rvalue)/len(matrixl[:,0]))
philist .append(phivalue%(2+np. pi))
k+=1

rarray = np.asarray(rlist)

phiarray = np.asarray (philist)

print (np.amax(rarray ))

ravg = 0

for el

in rarray:

ravg+=el
print (ravg/len (arrayk [:,0]))
plt.plot(t,rarray)
plt.plot (t,phiarray)
plt.legend ([ 'R(t)’, $\Phi(t)$])

if printsteps = True:
print (t,ak)
if returnarray = True:

#return arrayk, t
return arrayk, t
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